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Abstract

On February 17th 1993, the Numerical Aerodynamic Simulation (NAS) facility, located at
NASA Ames Research Center, installed a 224 node Intel Paragon system. After its instal-

lation, the Paragon was unable to complete any significant tasks without crashing. A
simple "Hello World" program, in which each node printed the words "Hello World",

froze the system when run on more than 16 nodes. Uptime was less than fifteen percent
with approximately ten reboots per day. No acceptance test was run on this date.

On July 22 nd 1993, after functionality and stability improved an acceptance test was run.
The motivation for this test was to have the Paragon demonstrate a minimum level of
stability and performance before commRting further development resources. The accep-
tance test consisted of compiling and running simultaneously two copies of the NAS
Parallel Benchmarks for a period of twelve hours. The test was considered to pass if all
the NAS Parallel Benchmarks ran faster than reported results for the iPSC/860, and if

less than two crashes and greater than ninety percent uptime, per twelve-hour period,
were achieved for seven consecutive days. The acceptance criteria were deemed to be the

minimum needed to open the Paragon to a small set of users, and justify an attempt to
fix the remaining problems, on August 2nd 1993, due to numerous system software fail-
ures the test was postponed.

on November 16th 1993, after OS release R1.1 was installed and newer versions of the

NAS Parallel benchmarks were available, the acceptance test was resumed. Two weeks
later, after the test requirements were met the test passed. Although the acceptance test
was a success, low stability and functionality still make the Paragon unable to support a
real workload.

1. Computer Sciences Corporation, NASA Contract NAS 2-12961, Moffett Field, CA 94035-1000



1.0 Introduction

A goal of the Numerical Aerodynamic Simulation (NAS) facility is to

have highly parallel computer systems support a workload similar to the

one currently run on its conventional vector supercomputer systems (i.e.

Cray C90). This workload is composed of a wide range of development

and production activities involving large scale Computational Fluid

Dynamics (CFD) computation. Interactive and batch jobs are mixed, and

a system is commonly shared between a large number of simultaneous

users (N100). On February 17 th 1993, a 224 node Intel Paragon XP/S-15

was installed at NAS, to complement the 128 node iPSC/860 and 128

node CM-5 testbed parallel systems. Like the other testbed parallel sys-

tems, the Paragon was not required to pass an acceptance test. However,

after installation the Paragon was found to be in a very immature state

[5]. Uptime was less than fifteen percent with approximately ten reboots

per day. Serious hardware and software problems, such as node board

failures, virtual memory thrashing and process management corruptions

made the system unusable. The system was unable to complete any sig-

nificant tasks without crashing or hanging. A simple "Hello World" pro-

gram, in which each node printed the words "Hello World", froze the

system when run on more than 16 nodes. The Embarrassingly Parallel

(EP) benchmark was the only NAS Parallel Benchmark that would even

run sporadically on the system. In order to commit further development

and support resources, a "minimal" acceptance test was run. The motiva-

tion for this test, was to have the Paragon demonstrate a minimum level

of functionality, stability and performance under a very low workload

(i.e. 2 users). The acceptance criteria were deemed to be the minimum

required to open the system to a small set of users, and justify an attempt

to fix the remaining bugs. If this test could not pass, the system would be

considered as unusable and support would be terminated.

This report describes the attempts made by NAS and Intel Supercomput-

ing Systems Division (SSD) to have the Paragon pass this acceptance test.

A brief description of the Paragon configuration, installed at NAS, is

given as well as the test procedure and acceptance criteria. The log sum-

maries of the two attempts (July 22 th and November 16 th) are presented,

and the report concludes with overall impressions on the acceptance test
outcome.



2.0 The Intel Paragon XP/S-15

The Paragon XP/S-15 [1] is a distributed-memory multiprocessor system

using a two dimensional mesh interconnection network composed of 224
nodes. Each node consists of two Intel i860 XP microprocessors (one used

for computation and one intended for communication) with 16-32

MBytes of local memory. The communication coprocessor could not be

used during the test period. The i860 XP runs at 50MHz with a 75

MFLOPS (double precision) peak performance. The mesh routing hard-
ware is capable of delivering a node-to-node peak bandwidth of 175

Mbytes/s (full duplex).
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Figure 1. Paragon XP/S-15 Configuration

The Paragon Operating System (Paragon OS) is based on the Open Soft-
ware Foundation Advanced Development operating system (OSF/1 AD)

[2,3]. OSF/1 AD is a distributed-memory operating system based on the

Mach microkernel from Carnegie Mellon University and the OSF/1 Unix

implementation. The Paragon XP/S-15 configuration, installed at NAS,

has two hundred and eight compute nodes (16 Mbytes of memory each),

four service nodes, three Ethernet and HiPPI nodes (16 Mbytes). Eight

additional I/O nodes are attached to RAID disk drives for a capacity of

38 Gbytes of usable secondary disk space. On the first attempt to run the
acceptance test, on July 1993, only one service node (boot node) had 32

MBytes. During the second attempt, on November 1993, all four service



nodes were upgraded to 32 MBytes. The service nodes serve as "front-

ends" to the system's compute nodes, and provide traditional Unix inter-

active facilities such as editing, compiling and program execution.

3.0 Acceptance Test Procedure

The acceptance test was designed to demonstrate a minimal level of func-

tionality, stability and performance. The test consisted of compiling and

running simultaneously, two copies of the NAS Parallel Benchmarks

(NPB) [4] for a period of twelve hours. The NAS Parallel Benchmarks are

a set of 5 kernels and 3 application benchmarks that represent computa-

tional parts of important NAS application codes. The class A size of the

benchmark specifications was used, as the larger class B size was not

available at the time of this test. The NPB implementations were pro-

vided by Intel SSD.

The test was run for a twelve-hour period from 9:00 PM to 9:00 AM. The

twelve-hour period was considered sufficient to evaluate system reliabil-

ity, while leaving enough hours for system development work. The test

ran in dedicated mode with no interactive users. The Paragon was reboo-

ted before each test to start with a clean system. Memory leaks existing in

the OS were known to degrade system functionality after it had been

running for several hours. Two simultaneously running copies of the

script file, given in Figure 2, were run. Two running codes was the mini-

mal number needed to test the node allocator and process scheduler

under a multi-user workload. The two scripts ran asynchronously and on

different directories to avoid overwriting files.

The eight NPB's ran for different node configurations (see Figure 2). All
the benchmarks, other than EP, had limitations on the number of nodes

on which they could run. They also had to be compiled for each node

configuration. The need to recompile the benchmarks before each run

was found to be a good feature, as this effectively stressed the service
partition and disk I/O which would have been otherwise idle. Most

benchmarks were run on 64 and 128 node partitions. Only the EP and

APPLU benchmarks were able to run on the entire 208 node compute

partition. Due to resource scheduling conflicts, if one job was running on

128 nodes, the other job could not run on 128 nodes since only 208 nodes

were available. Depending on the OS release, the second job was either

blocked until the requested resources were released (T10) or the job

would fail and the script would continue to the next procedure step

(R1.1). The -az scheduling option was used to specify the number of

nodes requested to run an application. This option safely prevented the

execution of applications on overlapping nodes.
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/*

EP Benchmark (Size 228 )
*/
make EP

run EP on 32 nodes

run EP on 64 nodes

run EP on 128 nodes

run EP on 208 nodes

/*

APPBT Benchmark (Size 643)
*/

make APPBT for 64 nodes
run APPBT on 64 nodes

Make APPBT for 128 nodes
run APPBT on 128 nodes

/*

APPSP benchmark (Size 643)
*/

make APPSP for 64 nodes

run APPSP on 64 nodes

make APPSP for 128 nodes

run APPSP on 128 nodes

/*

APPLU benchmark (Size 643)

*/

make APPLU for 64 nodes

run APPLU on 64 nodes

make APPLU for 128 nodes

run APPLU on 128 nodes

make APPLU on 208 nodes
run APPLU on 208 nodes

/*

MG benchmark (Size 2563 )

*/

make MG

run MG on 128 nodes

/*

FFT Benchmarks (Size 2562x128)

*/

make FFT for 64 nodes

run FFT on 64 nodes

make FFT for 128 nodes

run FFT on 128 nodes
/*

IS benchmark (Size 223 )
*/

make IS

run IS on 32 nodes

run IS on 64 nodes

run IS on 128 nodes

/*

CG benchmark (Size 2.0x106)
*/

make CG

run CG on 128 nodes

Figure 2. NPB Test Script

5



The acceptance test would pass, if the eight NPB's implementations ran
faster than reported results for the iPSC/860, and if less than two crashes

and greater than ninety percent uptime per twelve-hour period were

achieved for seven consecutive days. The performance criteria between

the Paragon and the iPSC/860 was selected to verify no performance

degradation as the Paragon was expected to eventually replace the

iPSC/860. The stability criteria was the minimum thought to insure that

the system stayed up long enough so users could accomplish work. A

monitoring procedure checked the output of the jobs every ten minutes
for possible deadlock or failures.

4.0 July 22 nd 1993 Attempt

On July 22 nd 1993, after the performance criteria was met for the first

time, an attempt was made to run the acceptance procedure. At that time,

the OS release T10 and the new firmware (Fab7-11) were installed on the

system. The Paragon functionality had improved from merely running

one of the NAS Parallel Benchmarks to running all of them between 1

and 2 times faster than on the iPSC/860 (see Table 1). Uptime was around

eighty percent with an average of three to four reboots per day [5].

TABLE 1. NAS Parallel Benchmarks (T10)

Benchmarks

EP

MG

FFT

Problem

Size

(Class A)

228

2563

2562x128

CG 2.0x106

IS 223

APPSP 643

APPBT 643

APPLU 643

128 Nodes
T10

(Secs)

19.72

6.52

128 Nodes

Ratio to
iPSC/860 TM

1.30

1.32

6.36 1.52

6.75 1.27

13.50 1.01

281.27

266.58

442.00

1.59

1.56

1.01

[11iPSC/860 Trmings from the "NAS Parallel Benchmarks Results", D. Bailey et al.,NAS
Technical Report RNR-92-002.
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TABLE 2. July 22 nd 1993 Attempt Run

Date

7122193

7/23/93

7/24/93

7/25/93

Number
of Reboots

Uptime
(%)

85.2

71.5

83.8

93.6

Test
Pass/Fail

Fail

Fail

Fail

Pass

7/26/93

7/27/93

7/28/93

7/29/93

7/30/93

7/31/93

8/01/93

65.4

87.7

81.6

49.3

57.7

86.3

66.7

Fail

Fail

Fail

Fail

Fail

Fail

Fail

On August 2 nd after consistent failures, the test was postponed until OS

stability improved. Two or more system software crashes were regularly

observed per twelve-hour run. Outstanding bugs, like virtual memory

leaks, OS inter-process communication deadlocks, and process manage-

ment corruptions were limiting critical OS functionalities such as multi-

user support, virtual memory paging, and system reliability. During the

test period no hardware failures were experienced, all the reboots were

due to system software failures.

5.0 November 16 th Attempt

On November 16 th 1993, after the second official OS release (R1.1) was

installed, all four service nodes were upgraded to 32 MBytes, and newer

versions of the benchmarks were available, the acceptance test was
resumed. The NPB's ran between one and three times faster than on the

iPSC/860 (see Table 3). Uptime was around eighty-five percent with an

average of three reboots per day. Multi-user support and process man-

agement improved, but the system was still having OS problems.
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TABLE 3. NAS Parallel Benchmarks (R1.1)

Benchmarks

EP

MG

FFT

CG

IS

APPSP

APPBT

APPLU

Problem

Size

(Class A)

228

2563

2562x128

2.0x106

223

643

643

643

128 Nodes

T10

(Secs)

128 Nodes

Ratio to

iPSC/860 [11

17.01 1.51

5.66 1.52

6.26 1.55

6.31 1.36

13.50 1.01

208.13 2.16

147.60 2.81

383.75 1.15

[11iPSC/860 T'rmings from the "NAS Parallel Benchmarks Results", D. Bailey et al., NAS
Technical Report RNR-92-002.

TABLE 4. November 16 th Attempt Run

Number Uptime Test
Date of Reboots (%) Pass/Fail

11/16/93 4 85.4 Fail

11/17/93 4 82.1 Fail

11/18/93 _

11/19/93 1 97.8 Pass

11/20/93 3 Fail

11/21/93 0 100 Pass

11/22/93 0 100 Pass

11/23/93 1 99.4 Pass

11/24/93 2 92.5 Pass

11/25/93 1 98.3 Pass

11/26/93 _

11/27/93 2 98.6 Pass

11/28/93 _

11/29/93 97.0 Pass

[a: Test was not run correctly due to operational failures unrelated to Paragon stability.]
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On November 30 th 1993, after seven consecutive successes, the accep-
tance test was passed. The failures that occurred before November 18 ,

were due to bad node hardware. After those nodes were replaced, the

remaining crashes were due to system software failures. The failures

were traced to bugs still remaining in the OS, such as virtual memory

leaks and OS inter-process communication deadlocks.
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6.0 Summary

On February 17 th 1993, a 224 node Paragon XP/S-15 was installed at

NAS. Upon installation, the system was found unable to complete any

significant tasks. Uptime was less than fifteen percent with approxi-

mately ten reboots per day. No acceptance test was run at this date.

Five months later, after all the NPB's were able to ran faster than on the

iPSC/860, an attempt was made to run an acceptance test. The test con-

sisted of compiling and running simultaneously two copies of the NAS

Parallel Benchmarks, for a twelve-hours period. On August 2 nd 1993, due

to consistent system software failures, the test was postponed. More than

two crashes per twelve-hour period were observed.

On November 16 th 1993, after OS release R1.1 was installed, all four ser-

vice nodes were upgraded to 32 MBytes, and newer versions of the

NPB's were available the acceptance test was resumed. On November

30 th 1993, after the system met the seven-day requirements the test

passed.

Although the acceptance test succeed, the two attempts showed that the

Paragon had problems running this minimal workload due to serious

system software limitations. It took almost nine months for the Paragon

to pass this minimal test. At the end of the test, the system still crashed

consistently at least once per night under very little workload. The low

observed stability makes the Paragon unable to support a real user work-

load. The improvement in system stability between the first and second

test attempts appeared to be due to the upgrade of all four service nodes

to 32 MBytes rather than an improvement in system software reliability.

The same OS bugs have been consistently observed during both

attempts. Until these critical OS bugs (virtual memory leaks, process

management corruptions, and OS inter-process communication failures)

are fixed, limited improvements in stability should be expected.
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